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ABSTRACT: It is well known that the probabilistic relation of confirmation is not transitive in that even if E confirms H1 and H1 confirms H2, E may not confirm H2. In this paper we distinguish four senses of confirmation and examine additional conditions under which confirmation in different senses becomes transitive. We conduct this examination both in the general case where H1 confirms H2 and in the special case where H1 also logically entails H2. Based on these analyses, we argue that the Screening-Off Condition is the most important condition for transitivity in confirmation because of its generality and ease of application. We illustrate our point with the example of Moore’s “proof” of the existence of a material world, where H1 logically entails H2, the Screening-Off Condition holds, and confirmation in all four senses turns out to be transitive.
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1 Introduction

In most cases where evidence supports a hypothesis, their relation is not that of logical entailment but probabilistic confirmation. The evidence makes the hypothesis “firm” but not in the sense of absolute certainty—the evidence makes it “firm” only in the sense of making it more probable or
making it sufficiently probable.\footnote{Cf. Carnap (1962, Preface to the Second Edition) on “concepts of increase in firmness” and “concepts of firmness”.
} We will call probabilistic confirmation of the first kind “confirmation-IF” (IF for Increase in Firmness) and probabilistic confirmation of the second kind “confirmation-SF” (SF for Sufficient Firmness). To express these relations formally, evidence $E$ confirms-IF hypothesis $H$ iff $\Pr(H \mid E) > \Pr(H)$; evidence $E$ confirms-SF hypothesis $H$ iff $\Pr(H \mid E) > t$, where $t$ is the threshold for rational acceptability (or justification or warrant) and $0.5 \leq t < 1$.\footnote{We leave it open that $t$ may be context-dependent (perhaps higher in higher-stakes contexts and lower in lower-stakes contexts). We are following the standard view here that whether $H$ is rationally acceptable given $E$ is determined solely by $\Pr(H \mid E)$ (and perhaps the context), though the view is not unproblematic. Cf. Shogenji (2012).}

Although both kinds of probabilistic confirmation are widely recognized, calling confirmation-SF “confirmation” is somewhat misleading because $E$ may confirm-SF $H$ in the formal sense of $\Pr(H \mid E) > \Pr(H)$. We can eliminate such counterintuitive cases by regarding sufficient firmness as a condition added to confirmation-IF. In other words, $E$ “confirms” $H$ in the third sense iff $E$ both confirms-IF $H$ and confirms-SF $H$.\footnote{Cf. Douven (2011, pp. 487-488) on “$t$-evidence”, and Chandler (2010, p. 337) on “sufficient evidence”.} We will call it “confirmation-IF&SF”. Some may object that even confirmation-IF&SF is not really confirmation in the sense of “making $H$ sufficiently firm”. In hearing “$E$ makes $H$ sufficiently firm”, we naturally think that $E$ turns $H$ sufficiently firm. In other words, $H$ is not sufficiently firm in the absence of $E$. To capture this tacit implication, we may introduce confirmation-TSF (TSF for Turning Sufficiently Firm) as the fourth sense of “confirmation”. To express it formally, $E$ confirms-TSF $H$ iff $\Pr(H \mid E) > t$ and $\Pr(H) \leq t$. If $E$ confirms-TSF $H$, then $E$ confirms-IF&SF $H$, but $E$ can confirm-IF&SF $H$ and yet not confirm-TSF $H$.

Once we broaden our attention beyond deductive relations and turn to the probabilistic relation of confirmation, we lose one important feature in epistemic reasoning—viz. transitivity of epistemic support. The deductive relation of entailment is transitive: For any $E$, $H_1$ and $H_2$, if $E$ entails $H_1$ and $H_1$ in turn entails $H_2$, then $E$ entails $H_2$. In contrast, the probabilistic relation of confirmation is not transitive: It is possible that $E$ confirms $H_1$, $H_1$ confirms $H_2$, yet $E$ does not confirm $H_2$. This is true of all four senses of confirmation distinguished above, and it is not difficult to construct a distribution of probabilities—for each sense of “confirmation”—such that $E$ confirms $H_1$, $H_1$ confirms $H_2$, yet $E$ does not confirm $H_2$. We can also see failure of transitivity in an informal description of a case. For example, someone’s being an academic philosopher confirms-IF (increases the probability) that she has a doctoral degree, and someone’s having a doctoral degree confirms-IF (increases the probability) that she is well paid. It does not follow, unfortunately, that someone’s being an academic philosopher confirms-IF (increases the probability) that she is well paid.\footnote{The example is taken from Shogenji (2003).}

The distinction is clear-cut so far: The deductive relation of entailment is transitive, while the probabilistic relation of confirmation is not transitive. The situation becomes complicated in
special cases where in addition to $E$ confirming $H_1$ and $H_1$ in turn confirming $H_2$, $H_1$ entails $H_2$. The complication is that under the special condition of $H_1 \rightarrow H_2$ ($H_1$ entails $H_2$), confirmation-SF is transitive but confirmation in the other three senses—confirmation-IF, confirmation-IF&SF, and confirmation-TSF—is not. It is easy to see why confirmation-SF is transitive in the special case. The condition $H_1 \rightarrow H_2$ of the special case ensures that $Pr(H_2 | E) \geq Pr(H_1 | E)$, while $Pr(H_1 | E) > t$ from the antecedent of transitivity in confirmation-SF. It follows immediately that $Pr(H_2 | E) > t$. Meanwhile, we can see that confirmation in the other three senses is not transitive even under the special condition in cases of “transmission failure” (at least some of them). Suppose Smith is visiting the local zoo, and let $E$ be the claim “It appears to me (Smith) visually as if the animal in the pen before me is a zebra”, $H_1$ be the claim “The animal in the pen before me (Smith) is a zebra”, and $H_2$ be the claim “It is not the case that the animal in the pen before me (Smith) is a mule cleverly disguised to look like a zebra”.5 $E$ confirms-IF $H_1$ (at least on certain ways of filling in the details), and $H_1$ confirms-IF and entails $H_2$. But $E$ does not confirm-IF $H_2$. Indeed, given that $Pr(E) < 1$, $Pr(\neg H_2) > 0$, and $\neg H_2$ entails $E$ (again at least on certain ways of filling in the details), it follows that $E$ confirms-IF $\neg H_2$ and thus disconfirms-IF $H_2$.6 Next, we suppose further, as seems plausible, that $Pr(H_1 | E) > t$, so $E$ confirms-SF $H_1$ and $H_1$ confirms-SF and entails $H_2$. Then, as it is a theorem of the probability calculus that $Pr(H_2 | E) \geq Pr(H_1 | E)$ provided $H_1$ entails $H_2$, it follows that $E$ confirms-SF $H_2$. It also follows, however, since confirmation-IF is required for confirmation-IF&SF, that though $E$ confirms-IF&SF $H_1$, and $H_1$ confirms-IF&SF and entails $H_2$, it is not the case that $E$ confirms-IF&SF $H_2$. Finally, we suppose even further, as seems arguable at least, that $Pr(H_2) \leq t$. It follows that $E$ confirms-TSF $H_1$, and $H_1$ confirms-TSF and entails $H_2$, but given that confirmation-IF is required for confirmation-TSF, it is not the case that $E$ confirms-TSF $H_2$. Note that we retain the second antecedent of transitivity—$H_1$ confirms $H_2$—which is not mentioned in the standard formulation of transmission failure. It is usually not mentioned because except for the uninteresting cases where $P(H_2) = 0$ or $P(H_2) = 1$, it follows from the special condition $H_1 \rightarrow H_2$, along with the condition $Pr(H_2) \leq t$, that $H_1$ confirms $H_2$ in the sense of confirmation-IF, confirmation-IF&SF, and confirmation-TSF. We do set aside those uninteresting cases, but retain the second antecedent of transitivity to underscore the point that transmission failure is a special case of non-transitivity.

To summarize, confirmation in all four senses—confirmation-IF, confirmation-SF, confirmation-IF&SF, and confirmation-TSF—is non-transitive in the absence of additional conditions. Under the special condition that $H_1$ entails $H_2$, confirmation-SF is transitive, but confirmation in the other three senses is still non-transitive. Of course, non-transitive does not mean anti-transitive. It would be nice if there were some conditions under which confirmation-IF, confirmation-SF, confirmation-IF&SF, or confirmation-TSF is transitive in the general case, or

---

5 This case is adapted from Dretske (1970, pp. 1015-1016).
some conditions under which confirmation-IF, confirmation-IF&SF, or confirmation-TSF is transitive in the special case where H1 entails H2.\(^7\)

It turns out, fortunately, that there are such conditions for transitivity at least with respect to confirmation-IF. It has been shown in the general case that confirmation-IF is transitive under the condition (C1):\(^8\)

\[
(C1) \quad \text{Pr}(H2 \mid E \land H1) \geq \text{Pr}(H2 \mid H1) \quad \text{and} \quad \text{Pr}(H2 \mid E \land \lnot H1) \geq \text{Pr}(H2 \mid \lnot H1).
\]

(C1) is similar to, but weaker than, the condition that H1 “screens-off” E from H2:

\[
(C1^*) \quad \text{Pr}(H2 \mid E \land H1) = \text{Pr}(H2 \mid H1) \quad \text{and} \quad \text{Pr}(H2 \mid E \land \lnot H1) = \text{Pr}(H2 \mid \lnot H1).
\]

So we sometimes refer to (C1) as “the Screening-Off Condition” and to this approach more generally as “the Screening-Off Approach”. Intuitively, (C1*) means that once truth or falsity of H1 is known, E is irrelevant to the probability of H2. In other words, E affects the probability of H2 only indirectly through its impact on H1. Clearly, since confirmation-IF is transitive under (C1), and since (C1) is weaker than (C1*), confirmation-IF is transitive under (C1*) as well.\(^9\) It is not surprising that confirmation-IF is transitive under (C1*): if E raises the probability of H1, and H1 in turn raises the probability of H2, while E affects the probability of H2 only indirectly through its impact on H1, then E raises the probability of H2. The weaker condition (C1) allows E to affect the probability of H2 even after truth or falsity of H1 is known, but the additional impact on H2 must be positive. It is therefore not surprising either that confirmation-IF is transitive under (C1).

How about the special case where H1 entails H2? Since confirmation-IF is transitive under (C1) in the general case, it is also transitive under (C1) in the special case (thus under (C1*) in the special case). There are two other conditions known to ensure transitivity of confirmation-IF in the special case:

\[
(C2) \quad \text{Pr}(H2) < \text{Pr}(H1 \mid E).
\]

\[
(C3) \quad \text{Pr}(H2 \land \lnot H1 \mid E) \geq \text{Pr}(H2 \land \lnot H1).
\]

It is easy to see why (C2) makes confirmation-IF transitive in the special case: Since \(\text{Pr}(H1 \mid E) \leq \text{Pr}(H2 \mid E)\) from the condition H1 \(\rightarrow\) H2 of the special case, (C2) \(\text{Pr}(H2) < \text{Pr}(H1 \mid E)\) ensures that

---

\(^7\) We have in mind, of course, nontrivial such conditions and not, say, the condition that E confirms-IF H2 as a condition for transitivity in confirmation-IF in the general case.

\(^8\) See Roche (2012a).

\(^9\) That confirmation-IF is transitive under (C1*) is shown in Shogenji (2003).
Pr(H2) < Pr(H2 | E), or E confirms-IF H2.\(^\text{10}\) We call (C2) “the Dragging Condition”, and the approach more generally “the Dragging Approach”, for the reason that as E raises the probability of H1, the probability of H2 gets dragged because of the entailment H1 \(\rightarrow\) H2.\(^\text{11}\) In the case of (C3), we note that Pr(H2) = Pr(H2 \& H1) + Pr(H2 \& \neg H1) from the principle of total probability, and hence Pr(H2) = Pr(H1) + Pr(H2 \& \neg H1) from the condition H1 \(\rightarrow\) H2. Similarly, Pr(H2 | E) = Pr(H2 \& H1 | E) + Pr(H2 \& \neg H1 | E) = Pr(H1 | E) + Pr(H2 \& \neg H1 | E). But Pr(H1) < Pr(H1 | E) from the first antecedent of transitivity. So, (C3) Pr(H2 \& \neg H1 | E) \geq Pr(H2 \& \neg H1) ensures that Pr(H2 | E) > Pr(H2), or E confirms-IF H2.\(^\text{12}\) We call (C3) “the Addition Condition”, and the approach more generally “the Addition Approach”, since Pr(H2 \& \neg H1 | E) and Pr(H2 \& \neg H1) in (C3) are additions to Pr(H1 | E) and Pr(H1) to make up Pr(H2 | E) and Pr(H2), respectively.

In this paper we are going to assess the strengths and weaknesses of the three conditions. First, we investigate whether (C1), (C2), and (C3) are also conditions for transitivity in confirmation-IF&SF or confirmation-TSF in the special case (Section 2). Next, we investigate whether (C1) is also a condition for transitivity in confirmation-SF, confirmation-IF&SF, or confirmation-TSF in the general case; and whether (C2) and (C3) are conditions for transitivity in confirmation-IF, confirmation-SF, confirmation-IF&SF, or confirmation-TSF in the general case (Section 3). We then argue that the Screening-Off Approach by (C1) is preferable in certain important respects to the alternatives by (C2) and (C3), and illustrate some of the points by applying (C1), (C2) and (C3) to G. E. Moore’s famous “proof” of the existence of a material world (Section 4).

2 The special case

Each of (C1), (C2), and (C3) is a condition for transitivity in confirmation-IF in the special case in that:

\textbf{Theorem 1} Let (X) be any of (C1)-(C3). If (a) E confirms-IF H1, (b) H1 confirms-IF H2, (c) H1 entails H2, and (d) (X) holds, then E confirms-IF H2.

(For proof of \textit{Theorem 1}, see Section 1 above and references given there.) A few comments are in order. First, (b) is redundant given (c), since, as mentioned earlier, if H1 entails H2, then H1 confirms-IF H2 (except for the uninteresting cases we have set aside). We retain (b) to make it clear that (C1), (C2), and (C3) are conditions for \textit{transitivity} in confirmation-IF in the special case where H1 entails H2. Second, when H1 entails H2, Pr(H2 | E \& H1) = 1 = Pr(H2 | H1), thus the


\(^{11}\) We are following Kotzen (2012) in calling (C2) “the Dragging Condition”.

first conjunct of (C1)—Pr(H2 | E ∧ H1) ≥ Pr(H2 | H1)—already holds. So, where (X) is (C1), Theorem 1 could be rewritten as “If (a) E confirms-IF H1, (b) H1 confirms-IF H2, (c) H1 entails H2, and (d*) Pr(H2 | E ∧ ¬H1) ≥ Pr(H2 | ¬H1), then E confirms-IF H2”. Third, where (X) is (C2), (a) is redundant given (c) and (d). If H1 entails H2, and (C2) holds, it follows that Pr(H1) ≤ Pr(H2) < Pr(H1 | E), hence Pr(H1) < Pr(H1 | E).\(^\text{13}\)

Theorem 1 states that confirmation-IF is transitive in the special case provided (C1), (C2), or (C3) holds. The question now is whether these conditions are also conditions for transitivity in confirmation-IF&SF or confirmation-TSF in the special case.

The answer is affirmative. (C1), (C2), and (C3) are conditions for confirmation-IF&SF and confirmation-TSF in the special case in that:

**Theorem 2** Let (X) be any of (C1)-(C3). If (a) E confirms-IF&SF H1, (b) H1 confirms-IF&SF H2, (c) H1 entails H2, and (d) (X) holds, then E confirms-IF&SF H2.\(^\text{14}\)

**Theorem 3** Let (X) be any of (C1)-(C3). If (a) E confirms-TSF H1, (b) H1 confirms-TSF H2, (c) H1 entails H2, and (d) (X) holds, then E confirms-TSF H2.

(For proof of Theorem 2, see Appendix A. For proof of Theorem 3, see Appendix B.) These theorems are robust in that they hold regardless of the value specified for t.

For completeness, and ease of reference, we note that:

**Theorem 4** If (a) E confirms-SF H1, (b) H1 confirms-SF H2, and (c) H1 entails H2, then E confirms-SF H2.

(For proof of Theorem 4, see Section 1 above.) This theorem, like Theorem 2 and Theorem 3, is robust in that it holds regardless of the value specified for t.

There is a clear sense in which Theorem 4 is a mere closure principle whereas Theorem 2 and Theorem 3 are transmission principles.\(^\text{15}\) All positive instances of Theorem 4 are cases in which H2 is rationally acceptable given E.\(^\text{16}\) But, in some such cases E reduces the probability of H2, so that the probabilistic boost H1 receives from E is not transmitted to H2 through entailment. Recall the zoo case from above, where Smith is visiting the local zoo, E is the claim “It appears to me (Smith) visually as if the animal in the pen before me is a zebra”, H1 is the claim “The animal in

\(^{13}\) Cf. Kotzen (2012, p. 72, n. 22).

\(^{14}\) Luca Moretti (2012, sec. 5) establishes a principle similar to Theorem 2 where (X) is (C2). It can be put thus: If (a) Pr(H2) > t, (b) Pr(H1 | E) > Pr(H1), (c) Pr(H1 | E) > t, (d) H1 entails H2, and (e) (C2) holds, then Pr(H2 | E) > Pr(H2).

\(^{15}\) Theorem 4 is essentially the same as “Closure*” in Chandler (2010, p. 337, n. 5).

\(^{16}\) Here and throughout the paper when we speak of positive instances of transitivity, we have in mind nonvacuous positive instances.
the pen before me (Smith) is a zebra”, and H2 is the claim “It is not the case that the animal in the pen before me (Smith) is a mule cleverly disguised to look like a zebra”. Pr(H1 | E) > t, thus H1 is rationally acceptable given E. By Theorem 4 it follows that, since H1 confirms-SF and entails H2, Pr(H2 | E) > t and so H2 is rationally acceptable given E. But, as explained above (Section 1), E reduces the probability of H2. All positive instances of Theorem 2 and Theorem 3, by contrast, are cases where not only is H2 rationally acceptable given E but also E raises the probability of H2.\footnote{Each of (C1), (C2), and (C3) fails to hold in the zoo case. That (C1) fails to hold follows from the fact that Pr(H2 | E ∧ ¬H1) < Pr(H2 | ¬H1); E increases the probability of ¬H2 given ¬H1, and, so, decreases the probability of H2 given ¬H1. That (C2) fails to hold follows from the fact that Pr(E | H1) = Pr(E | ¬H2), thus Pr(E | H1) ≤ Pr(E | ¬H2); Kotzen (2012, pp. 81-82) shows that (where E confirms-IF H1) if Pr(E | H1) ≤ Pr(E | ¬H2), then (C2) does not hold. Pr(¬H2 ∧ ¬H1 | E) > Pr(¬H2 ∧ ¬H1) and Pr(H2 ∧ H1 | E) = Pr(H1 | E) > Pr(H1) = Pr(H2 ∧ H1), so, since Pr(¬H2 ∧ H1 | E) = 0 = Pr(¬H2 ∧ H1), it follows that Pr(H2 ∧ ¬H1 | E) < Pr(H2 ∧ ¬H1), thus (C3) fails to hold.}


3 The general case

We turn now to the general case. Here the news is almost all bad. We have:

**Theorem 5**

\[A\] If (a) E confirms-IF H1, (b) H1 confirms-IF H2, and (c) (C1) holds, then E confirms-IF H2.

\[B\] Let (X) be any of (C2)-(C3). It is not the case that: If (a) E confirms-IF H1, (b) H1 confirms-IF H2, and (c) (X) holds, then E confirms-IF H2.

**Theorem 6**

Let (X) be any of (C1)-(C3). It is not the case that: If (a) E confirms-IF&SFI H1, (b) H1 confirms-IF&SFI H2, and (c) (X) holds, then E confirms-IF&SFI H2.
Theorem 7

Let (X) be any of (C1)-(C3). It is not the case that: If (a) E confirms-TSF H1, (b) H1 confirms-TSF H2, and (c) (X) holds, then E confirms-TSF H2.

(For proof of Theorem 5A, see Section 1 above and references given there. For proof of Theorem 5B, see Appendix C. For proof of Theorem 6, see Appendix D. For proof of Theorem 7, see Appendix E.) So, whereas in the special case each of (C1), (C2), and (C3) is a condition for transitivity in confirmation-IF, in the general case (C1) but neither (C2) nor (C3) is a condition for transitivity in confirmation-IF, and whereas in the special case each of (C1), (C2), and (C3) is a condition for transitivity in confirmation-IF&SF and confirmation-TSF, in the general case none of (C1), (C2), and (C3) is a condition for transitivity in confirmation-IF&SF or confirmation-TSF. We noted above that Theorem 2, Theorem 3, and Theorem 4 are robust in that they hold regardless of the value specified for t. The same is true of Theorem 6 and Theorem 7.

Confirmation-SF is transitive in the special case but not in the general case. It remains to be determined whether (C1), (C2), and (C3) are conditions for transitivity in confirmation-SF in the general case. The answer is negative:

Theorem 8

Let (X) be any of (C1)-(C3). It is not the case that: If (a) E confirms-SF H1, (b) H1 confirms-SF H2, and (c) (X) holds, then E confirms-SF H2.

(For proof of Theorem 8, see Appendix F.)

In sum, the lone piece of good news on the general case is Theorem 5A: (C1) is a condition for transitivity in confirmation-IF in the general case. We argue below that this is an important respect in which (C1) is preferable to (C2) and (C3).

4 Superiority of the Screening-Off Approach

4.1 Cases where H1 does not entail H2

The general case includes the special case, but also includes cases where H1 does not entail H2. The Screening-Off Approach by (C1) is superior to the Dragging Approach by (C2) and the Addition Approach by (C3) in part because (C1) is a condition for transitivity in confirmation-IF

\[19\] Compare Theorem 3 and Theorem 7. The latter shows that the antecedent condition that H1 entails H2 is essential to the former, but does not show that the same is true of the antecedent condition that H1 confirms-TSF H2. We noted earlier that it follows from H1 \(\models\) H2 that H1 confirms-IF H2 (except for the uninteresting cases), but it does not follow that H1 confirms-TSF H2. So, (b) is not redundant. Moreover, the argument given in Appendix E for Theorem 7 does not involve cases where H1 entails H2, and therefore does not itself imply that there can be cases where (a) E confirms-TSF H1, (c) H1 entails H2, and (d) (C1), (C2), and (C3) all hold, and yet E does not confirm-TSF H2. It can be shown, however, that such cases are possible—regardless of the value specified for t. Due to space considerations we omit the proof.
in the general case and not just in the special case, hence is wider in application in the general case than are (C2) and (C3). This advantage can be illustrated by considering a second special case—the case where H2 entails H1 instead of H1 entailing H2.

The “Converse Consequence Condition”, when understood in terms of confirmation-IF, is the thesis:

\[(\text{CCC}) \quad \text{If (a) } E \text{ confirms-IF } H_1 \text{ and (b) } H_2 \text{ entails } H_1, \text{ then } E \text{ confirms-IF } H_2.\]

(\text{CCC}) has some initial plausibility. But it is easy to see that (CCC) is false. Suppose a card is randomly drawn from a standard deck of cards. Let E be the claim “The card drawn is a Heart”, H1 be the claim “The card drawn is a Red”, and H2 be the claim “The card drawn is a Diamond”. Pr(H1 | E) = 1 > Pr(H1) = .5. H2 entails H1. But Pr(H2 | E) = 0 < Pr(H2) = .25.\(^{20}\)

When H2 entails H1, H1 confirms-IF H2 (except, as usual, for the uninteresting cases), and confirmation-IF holds trivially if H1 and H2 entail each other.\(^{21}\) So, the point that (CCC) is false can be put as follows: Confirmation-IF is not transitive in the case where H2 entails H1 but H1 does not entail H2. It follows from *Theorem 5A*, however, that (C1) is a condition for transitivity in confirmation-IF in the case where H2 entails H1 in that:

\[(\text{CCC*}) \quad \text{If (a) } E \text{ confirms-IF } H_1, \text{ (b) } H_2 \text{ entails } H_1, \text{ and (c) (C1)} \text{ holds, then } E \text{ confirms-IF } H_2.\]

In the card case above, (C1) does not hold because Pr(H2 | E \land H1) = 0 < Pr(H2 | H1) = .5 and Pr(H2 | E \land \neg H1) is undefined. In contrast, neither (C2) nor (C3) is a condition for transitivity in confirmation-IF in the general case. Of course, it does not follow from this that neither (C2) nor (C3) is a condition for transitivity in confirmation-IF in the case where H2 entails H1. But in fact this is true. Take the card case above. (C2) holds, since Pr(H2) = .25 < Pr(H1 | E) = 1, and (C3) holds, given that Pr(H2 \land \neg H1 | E) = 0 = Pr(H2 \land \neg H1).

We take this difference between (C1) on one hand and (C2) and (C3) on the other to be significant. Though (CCC) is false, there are many cases where E confirms-IF H1, and H2 entails H1, and it seems that E confirms-IF H2. (C1) can help with such cases but neither (C2) nor (C3) can.\(^{22}\) Here is an example. A card is randomly drawn from a standard deck of cards. Smith is highly trustworthy (on matters concerning cards). E is the claim “Smith testified that the card

\(^{20}\) The Converse Consequence Condition is introduced and rejected in Hempel (1965).

\(^{21}\) When H1 and H2 are mutually-entailing, Pr(H1) = Pr(H2) and Pr(H1 | E) = Pr(H2 | E), in which case if Pr(H1 | E) > Pr(H1), it follows that Pr(H2 | E) > Pr(H2). Counterexamples to (CCC) are thus cases where H1 and H2 are not mutually-entailing. For relevant discussion, see Milne (2000).

\(^{22}\) (C1*), like (C1), is a condition for transitivity in confirmation-IF in the case where H2 entails H1. But there are cases of transitivity in confirmation-IF in the case where H2 entails H1 where (C1) holds but (C1*) does not.
drawn is a Red”. H1 is the claim “The card drawn is a Red”. H2 is the claim “The card drawn is a Heart”. E confirms-IF H1. H1 in turn confirms-IF and is entailed by H2. (CCC) is open to counterexample, but this case, it seems, is not among them. (C1) can provide some guidance here. \( \Pr(H2 \mid E \land H1) = \frac{1}{2} = \Pr(H2 \mid H1) \). \( \Pr(H2 \mid E \land \neg H1) = 0 = \Pr(H2 \mid \neg H1) \). So (C1) holds. Therefore, by (CCC*), it follows that, just as it seems, \( \Pr(H2 \mid E) > \Pr(H2) \).

This example is an instance of a “testimonial/memorial/perceptual” schema where: (i) E is a testimonial claim of the form “S testified that H1”, or a memorial-appearance claim of the form “It appears to S memorially as if H1”, or “It appears to S visually as if H1”, etc., where S is highly trustworthy, or S’s memory is highly reliable, or S’s vision, or hearing, etc., is highly reliable; (ii) H2 entails H1 but not vice versa. Many instances of this schema are cases where (CCC*) applies (hence Theorem 5A applies). No instances of this schema are cases where (C2) or (C3) can help.23

4.2 Cases where H1 entails H2

We observed in support of the Screening-Off Approach that (C1) has a much broader range of application than (C2) and (C3) in the general case. This advantage disappears in the special case where H1 entails H2 because as long as H1 entails H2, confirmation in all four senses—confirmation-IF, confirmation-SF, confirmation-IF&SF, and confirmation-TSF—is transitive under any of the three conditions—(C1), (C2), and (C3). However, we argue that the Screening-Off Approach is preferable even in the special case where H1 entails H2. Our argument has two stages. First, we show that (C1) and (C3) are much easier to verify than (C2). Second, we prove that (C3) entails (C1) in the special case where H1 entails H2 (assuming E confirms-IF H1) but (C1) does not entail (C3), so that (C1) has a broader range of application than does (C3).

We begin with the ease of application. Superficially, it seems to require more work to verify (C1) than to verify (C2) or (C3) because (C1) has two components while (C2) and (C3) have only one component. However, as noted above in Section 2, one of the two components of (C1), \( \Pr(H2 \mid E \land H1) \geq \Pr(H2 \mid H1) \), holds trivially in the special case since \( \Pr(H2 \mid E \land H1) = \Pr(H2 \mid H1) = 1 \) when H1 entails H2. So, there is only one condition to verify in (C1). The conditions we need to verify are, then:

\[(C1) \quad \Pr(H2 \mid E \land \neg H1) \geq \Pr(H2 \mid \neg H1).\]
\[(C2) \quad \Pr(H2) < \Pr(H1 \mid E).\]
\[(C3) \quad \Pr(H2 \land \neg H1 \mid E) \geq \Pr(H2 \land \neg H1).\]

It may still appear that (C2) is the simplest and thus the easiest to verify, but note that no proposition appears on both sides of the inequality in (C2). We are making an entirely

---

23 Testimonial/memorial/perceptual cases are discussed in Roche (2012a) and Shogenji (2003).
heterogeneous comparison in (C2). There is no indirect way of comparing the two sides, either. We know, of course, that Pr(H1) ≤ Pr(H2) when H1 entails H2. We also know that Pr(H1) < Pr(H1 | E) when E confirms IF H1, confirms-IF&SF H1, or confirms-TSF H1. So, both Pr(H2) and Pr(H1 | E) are greater than or equal to Pr(H1), but that does not help us determine whether Pr(H2) < Pr(H1 | E). In order to verify (C2), then, we need to make independent quantitative estimates of Pr(H2 | E) and Pr(H1 | E), and compare the results. In contrast, the same proposition appears on both sides of the inequality in (C1†) and (C3). (C1†) compares the probabilities of the same proposition H2 on different conditions. Even these different conditions contain the same proposition ¬H1. As a result, the task is much easier. We only need to assess the impact of the additional condition E on the probability of H2 against the background ¬H1. All we need to know to verify (C1†) is that E has no negative impact in this setting. The assessment is therefore entirely qualitative, with no need for making independent quantitative estimates of Pr(H2 | E ∧ ¬H1) and Pr(H2 | ¬H1). Like (C1†)—and unlike (C2)—(C3) requires no independent quantitative estimates of Pr(H2 ∧ ¬H1 | E) and Pr(H2 ∧ ¬H1). All we need to know to verify (C3) is that E has no negative impact on H2 ∧ ¬H1. We conclude that (C1†) and (C3) are much easier to verify than (C2).24

The comparative ease of application is not clear-cut between (C1†) and (C3). In (C1†) we assess the impact of E against the background ¬H1, while in (C3) we need not take any background information into account. The assessment in (C3) is less complicated in this regard. However, the proposition H2 ∧ ¬H1, on which the impact of E is assessed in (C3), is a conjunction, while the proposition H2 in (C1†) is simple. Since assessing the impact of the evidence on a conjunction is often difficult, we believe (C1†) is somewhat easier to verify than (C3) overall. Some may disagree with this appraisal, but we need not dwell on the issue further because there is a decisive reason to prefer (C1†) over (C3): If E confirms-IF H1, confirms-IF&SF H1, or confirms-TSF H1, then (C3) entails (C1†) while (C1†) does not entail (C3). This means that provided E confirms-IF H1, confirms-IF&SF H1, or confirms-TSF H1, then whenever (C3) holds, (C1†) holds; while there are cases where (C1†) holds but (C3) does not. So, we should make (C1†) our focus, and regard (C3) as one way of verifying (C1†). The reason for their entailment relation is as follows. Pr(H2 ∧ ¬H1 | E) = Pr(H2 | ¬H1 ∧ E)Pr(¬H1 | E) by the chain rule, and Pr(H2 ∧ ¬H1) = Pr(H2 | ¬H1)Pr(¬H1) also by the chain rule. So, (C3) Pr(H2 ∧ ¬H1 | E) ≥ Pr(H2 ∧ ¬H1) is equivalent to Pr(H2 | ¬H1 ∧ E)Pr(¬H1 | E) ≥ Pr(H2 | ¬H1)Pr(¬H1). Meanwhile, if E confirms-IF H1, confirms-IF&SF H1, or confirms-TSF H1, then E confirms-IF H1. This means that E disconfirms ¬H1, so that Pr(¬H1 | E) < Pr(¬H1). In order to make Pr(H2 | ¬H1 ∧ E)Pr(¬H1 | E) ≥ Pr(H2 | ¬H1)Pr(¬H1) while Pr(¬H1 | E) < Pr(¬H1), it must be the case that Pr(H2 | ¬H1 ∧ E) ≥ Pr(H2 | ¬H1), which is (C1†).25 The converse does not hold because it is possible that (C1*) Pr(H2


25 In fact, it must be the case that Pr(H2 | ¬H1 ∧ E) > Pr(H2 | ¬H1), which means that (C1*) fails to hold. So, if E confirms-IF H1, confirms-IF&SF H1, or confirms-TSF H1, (C3) entails not-(C1*).
\[ \neg H_1 \land E \geq \Pr(H_2 \mid \neg H_1) \] but not (C3) \( \Pr(H_2 \mid \neg H_1 \land E) \geq \Pr(H_2 \mid \neg H_1) \Pr(\neg H_1 \mid E) \) when the inequality \( \Pr(\neg H_1 \mid E) < \Pr(\neg H_1) \) is sufficiently large. For those who are curious, there is no logical entailment between (C1) and (C2) even under the condition that E confirms-IF H1. As explained above, our reason in favor of (C1) over (C2) is the ease of application. To see that (C1) does not entail (C2), take Kotzen’s example of a failure of (C2):

Suppose that your confidence that the butler did it [H1] is .2 and that your confidence that someone on the mansion staff did it [H2] is .9. Some new evidence that somewhat incriminates the butler [E] might motivate you to increase your credence that the butler did it from .2 to .3. (Kotzen 2012, p. 88)

In this case H1 entails H2, and the Dragging Condition (C2) fails because \( \Pr(H1 \mid E) = .3 < .9 = \Pr(H2) \). Note, however, that this probability distribution is consistent with the additional condition that \( \Pr(H2 \mid \neg H1 \land E) = \Pr(H2 \mid \neg H1) = 7/9 \), so that once the butler’s innocence is established, the evidence that somewhat incriminates the butler becomes irrelevant, which makes \( (C1)^{†} \) true. So, it is possible that (C1) is true while (C2) is false. Next, to see that (C2) does not entail (C1), note that \( \Pr(H2 \mid E) - \Pr(H2) = [\Pr(H2 \mid E) - \Pr(H1 \mid E)] + [\Pr(H1 \mid E) - \Pr(H2)]. \) Meanwhile, \( \Pr(H1 \mid E) \leq \Pr(H2 \mid E) \) from H1 \( \leftarrow \) H2. Consider a special case where \( \Pr(H1 \mid E) = \Pr(H2 \mid E) \). Under this condition, (C2) \( \Pr(H2) < \Pr(H1 \mid E) \) is necessary and sufficient for \( \Pr(H2 \mid E) > \Pr(H2) \), or E confirms-IF H2. However, even under the conditions H1 \( \leftarrow \) H2 and \( \Pr(H1 \mid E) = \Pr(H2 \mid E) \), \( (C1)^{†} \) \( \Pr(H2 \mid \neg H1 \land E) \geq \Pr(H2 \mid \neg H1) \) is still only sufficient—and not necessary—for \( \Pr(H2 \mid E) > \Pr(H2) \) because even if \( \Pr(H2 \mid \neg H1 \land E) < \Pr(H2 \mid \neg H1) \), E’s positive indirect support for H2 through H1 can outweigh the negative impact \( \Pr(H2 \mid \neg H1 \land E) - \Pr(H2 \mid \neg H1) \) that E has on H2 on condition of \( \neg H1. \) So, (C1) can be false while (C2) is true. (C2) does not entail (C1).

4.3 Moore’s Proof

We distinguished various senses of confirmation, and examined which sense of confirmation is transitive under which additional conditions. Based in part on these examinations, we made the case that the Screenign-Off Condition, (C1), is the most important among the three conditions because of its generality and ease of application. In this subsection we illustrate some of these points with the example of “Moore’s proof” that has been a major reason for the interest in transmission failure in the recent literature. We liberally interpret the proof as follows:

**MOORE**

\[ \Pr\left( H_2 \mid \neg H_1 \land E \right) \geq \Pr\left( H_2 \mid \neg H_1 \right) \]

\[ \Pr\left( H_2 \mid \neg H_1 \right) < \Pr\left( H_2 \right) \]

26 This does not require that H2 also logically entails H1.

27 It can be shown, further, that even under the condition that E confirms-IF H1, there is no logical entailment between (C2) and (C3).
E: My experience is that of a hand held up in front of my face.
H1: Here is a hand.
H2: There is a material world.

We make certain assumptions here. First, since other experiences that are similar to E would make E unnecessary for the support of H2, we assume for the sake of argument that E is the only evidence available for the existence of a material world. We also assume for the sake of argument that H1 (Here is a hand) is not sufficiently firm on its own, but E makes it sufficiently firm, i.e. $Pr(H1) \leq t$ and $Pr(H1 | E) > t$. So, E confirms H1 in all four senses—confirmation-IF, confirmation-SF, confirmation-IF&SF, confirmation-TSF.

What we want to know is whether E also confirms H2 because of the relation between H1 and H2. Their relation in MOORE is entailment since the existence of a hand entails the existence of a material world. This makes confirmation-SF transitive with no additional condition: It follows from $Pr(H1 | E) > t$, $Pr(H2 | H1) > t$ and $H1 \dashv \vdash H2$, that $Pr(H2 | E) > t$. However, confirmation in the other three senses—confirmation-IF, confirmation-IF&SF, confirmation-TSF—is not transitive in the absence of additional conditions even in the special case. So, it is possible that E confirms H1, H1 confirms H2, and H1 entails H2, and yet E fails to confirm H2. It has been suggested in the literature that this failure in the transmission of confirmation may explain why MOORE is ineffective as a proof of the existence of a material world, for E may not lend support for H2 after all. However, as we noted above, confirmation in these three senses is also transitive in the special case under the additional condition (C1), (C2) or (C3). The critical question we want to ask is whether any of the additional conditions holds in MOORE.

With regard to (C2), the question is whether the conditional probability of H1 (Here is a hand) given E (My experience is that of a hand held up in front of my face) is higher than the unconditional probability of H2 (There is a material world). The answer would be obviously no in the everyday context, where there are many experiences other than E that strongly support the existence of a material world. However, under the assumption we made—that E is the only evidence available that is relevant to the existence of a material world—the answer is not clear. Of the two probabilities to compare, $Pr(H1 | E)$ and $Pr(H2)$, the former should be quite high from the assumption that E confirms H1 in all four senses, including confirmation-SF. The problem is the latter—it is unclear what probability should be assigned to H2 in the absence of any evidence.

Some may find it highly probable, even in the absence of any evidence, that there is a material world, while others may disagree. This is an illustration of the general point we made earlier that

---

28 For ease of expression, we sometimes refer to E as an experience. Strictly speaking, of course, E is a proposition about an experience, not an experience itself.

29 Some may point out that (C2) is satisfied for the purpose of transitivity in confirmation-TSF because $Pr(H2) \leq t$ from the second antecedent of transitivity in confirmation-TSF, while $Pr(H1 | E) > t$ from the first antecedent of transitivity in confirmation-TSF. However, we are not assuming here that the second antecedent of transitivity in confirmation-TSF holds, precisely for the reason that $Pr(H2)$ is questionable and questioned. The second antecedent of transitivity in the other three
(C2) is difficult to apply because it requires a heterogeneous comparison. To say which is greater between Pr(H1 | E) and Pr(H2), we must make independent quantitative estimates of Pr(H1 | E) and Pr(H2). Because of uncertainty of the latter, it is hard to say which is greater: (C2) may or may not hold in MOORE.

(C3) is easier to apply than (C2) because it does not require a heterogeneous comparison. Indeed, it is clear in MOORE that (C3) does not hold for the following reason. First, the probability of E (My experience is that of a hand held up in front of my face) is reduced by the condition \(-H1\) (Here is not a hand). So, Pr(E | \(-H1\)) < Pr(E) and this remains true even if we add H2 (There is a material world) to the condition: Even if there is a material world, the absence of a hand in the vicinity makes the hand-experience less likely. So, Pr(E | \(-H1 \land H2\)) < Pr(E). It follows by Bayes’ Theorem that Pr(\(-H1 \land H2 \mid E\)) < Pr(\(-H1 \land H2\)). This means that (C3) does not hold in MOORE, and thus E may not confirm-IF, confirm-IF&SF, or confirm-TSF H2.

However, as we also noted earlier, (C3) is stronger than (C1†): In any case in which (C3) holds (and E confirms-IF H1), (C1†) also holds, but there are cases in which (C1†) holds while (C3) does not. So, we still have the hope that (C1†) holds, and hence (C1) holds because the other component of (C1) holds trivially in the special case where H1 entails H2.

The prospect is brighter here. Shogenji (2003) argues that when E is a perceptual experience and H1 is its content—as is the case in MOORE—H1 screens off E from any proposition H2 we infer from H1, where the screening-off condition is understood in the strong sense of Pr(H2 | H1) = Pr(H2 | H1 \land E) and Pr(H2 | \(-H1\)) = Pr(H2 | \(-H1 \land E\)). For example, once it is given that here is a hand or that here is not a hand, the experience of seeing a hand is no longer relevant to the further inference we make from the existence of a hand or from the non-existence of a hand. There are certain cases where this reasoning fails, but Roche (2012a) shows that in many such cases where the screening-off condition in the strong sense above does not hold, the weaker condition—Pr(H2 | H1) ≤ Pr(H2 | H1 \land E) and Pr(H2 | \(-H1\)) ≤ Pr(H2 | \(-H1 \land E\)), which we are calling (C1) “the Screening-Off Condition” in this paper—still holds. We now examine whether these points hold up in MOORE. Since the first component of (C1) holds trivially in the special case where H1 entails H2, the question is whether the other component (C1†) Pr(H2 | \(-H1\)) ≤ Pr(H2 | \(-H1 \land E\)) holds in MOORE. To find an answer, suppose \(-H1\) (Here is not a hand). This should hardly affect the probability of H2 (There is a material world): The absence of a particular type of object at a particular location hardly affects the probability that there is a material world. The more important question is how the additional condition E (My experience is that of a hand held up in front of my face) affects the probability of H2. The reasoning mentioned above is that once it is given that here is no hand, the experience of seeing a hand is no longer relevant to any further inference we make from the non-existence of a hand. However, MOORE is one of those cases where this reasoning does not hold up. The experience of seeing a hand in the absence of a hand calls for an explanation, and one possible explanation is a systematic deception, suggested by the skeptic, that

senses of confirmation is unproblematic: H1 confirms-IF H2, confirms-SF H2, and confirms-IF&SF H2, from Pr(H2 | H1) = 1 > Pr(H2) and Pr(H2 | H1) = 1 > t.
we are manipulated by a powerful deceiver to think there is a material world, where there is actually none. The troubling part of this possibility is that the additional condition apparently lowers the probability of \( H_2 \) (There is a material world): It looks as though \( \Pr(H_2 \mid \neg H_1) > \Pr(H_2 \mid \neg H_1 \land E) \) in violation of \( (C1^*) \).

This is not the final word on \( (C1^*) \) in MOORE, though. We propose to take a different look at \( (C1^*) \) in MOORE. First, we restate \( (C1^*) \) \( \Pr(H_2 \mid \neg H_1) \leq \Pr(H_2 \mid \neg H_1 \land E) \). By Bayes’ Theorem, \( \Pr(H_2 \mid \neg H_1) \leq \Pr(H_2 \mid \neg H_1 \land E) \) is equivalent to \( \Pr(E \mid \neg H_1) \leq \Pr(E \mid \neg H_1 \land H_2) \), which is in turn equivalent to \( \Pr(E \mid \neg H_1 \land \neg H_2) \leq \Pr(E \mid \neg H_1 \land H_2) \). Further, since \( H_1 \) entails \( H_2 \) in MOORE, \( \Pr(E \mid \neg H_1 \land \neg H_2) = \Pr(E \mid \neg H_2) \), so that \( (C1^*) \) amounts to \( \Pr(E \mid \neg H_2) \leq \Pr(E \mid \neg H_1 \land H_2) \). To find out whether \( (C1^*) \) in this form holds, we estimate which of the two conditions, \( \neg H_2 \) on the left side and \( \neg H_1 \land H_2 \) on the right side, makes \( E \) more likely. Beginning with the left side, if \( \neg H_2 \) (There is not a material world), then \( E \) is true (My experience is that of a hand held up in front of my face) only under extraordinary circumstances, such as deception by the evil demon. Note also that the evil demon must be deceiving us into thinking very specifically that here is a hand. So, \( \neg H_2 \) makes \( E \) extremely unlikely. In contrast, if \( \neg H_1 \land H_2 \) (Here is not a hand, but there is a material world), \( E \) is true (My experience is that of a hand held up in front of my face) not only under deception by the evil demon—which is possible even if there is a material world—but also under much less unusual circumstances. For example, although here is not a hand, here is something else that looks like a hand. Because \( E \) is true under more circumstances when there is a material world, we conclude that \( (C1^*) \) \( \Pr(E \mid \neg H_2) \leq \Pr(E \mid \neg H_1 \land H_2) \) holds and thus confirmation is transitive in all four senses in MOORE.

There may be an objection to our example that here is not a hand but here is something else that looks like a hand. It may be suggested that Moore’s intent is more like:

**MOORE**

\( E^* \): It appears here is something.
\( H_1^* \): Here is something.
\( H_2 \): There is a material world.

In MOORE\(^*\) we can no longer use the example above “although here is not a hand, here is something else that looks like a hand” as a case where \( E^* \) is true under the condition of \( \neg H_1^* \land H_2 \). It is nonsensical to say that here is *nothing* but here is something that looks like something. Fortunately, we can modify the example so that it makes sense in MOORE\(^*\). Even if here is nothing, the existence of a material world makes it more likely than otherwise that it appears here is something: For example, here is nothing but there is something elsewhere that appears to be here—it may actually be further away, or you may be looking at a reflection on a mirror, etc. The general point is that where there is a material world, \( E^* \) can be true not only by total hallucination but also by mislocation of a material object. Since mislocation of a material object is impossible in
the absence of a material world, E* is true under the condition of \( \neg H_2 \) only by total hallucination. There is therefore a compelling reason to think that (C1†) \( \Pr(E^* | \neg H_2) \leq \Pr(E^* | \neg H_1^* \land H_2) \) holds and thus confirmation is transitive in all four senses even in MOORE*.

So, where does all this leave us about Moore’s proof? Since \( H_1 \) entails \( H_2 \) and (C1†) holds, confirmation in all four senses is transitive in MOORE. It is different from the case of a mule disguised as a zebra, where there is a clear breakdown of transitivity in confirmation-IF, confirmation-IF&SF, and confirmation-TSF. There is, however, a strong sense among many epistemologists that something is not right in MOORE. We suspect the reason for the wariness on the part of many epistemologists is the suspicion that E confirms-TSF \( H_1 \)—E turns \( H_1 \) sufficiently firm—only if \( H_2 \) is already sufficiently firm, thus only if E does not confirm-TSF \( H_2 \). Here is an informal reasoning. E (My experience is that of a hand held up in front of my face) does not confirm-TSF \( H_1 \) (Here is a hand) against the background of \( \neg H_2 \) (There is not a material world). So, when we judge that E confirms-TSF \( H_1 \), we are tacitly assuming the truth of \( H_2 \). This assumption may or may not be justified, but it turns out that MOORE is ineffective either way. If the assumption is justified, then \( \Pr(H_2) > t \), so that E does not confirm-TSF \( H_2 \). In other words, since \( H_2 \) is already sufficiently firm, E does not turn \( H_2 \) sufficiently firm—MOORE is therefore ineffective since E is not needed. If, on the other hand, the assumption is not justified, then \( H_1 \) is in doubt because E does not confirm \( H_1 \) without the assumption—MOORE is again ineffective. We note that this reasoning—at least the simple version just described—is not without problems. For example, it is incorrect to say that if E fails to confirm \( H_1 \) against the background of \( \neg H_2 \), then E confirms \( H_1 \) only if we assume the truth of \( H_2 \). It is possible that \( \Pr(H_1 | E) = \Pr(H_1 | H_2 \land E)\Pr(H_2 | E) + \Pr(H_1 | \neg H_2 \land E)\Pr(\neg H_2 | E) > t \) even if \( \Pr(H_1 | E \land \neg H_2) \leq t \). Our only point here is that there is a promising line of reasoning that casts doubt on the effectiveness of MOORE, and the reasoning is consistent with the transitivity of confirmation in all four senses in MOORE.

Appendix A: Proof of Theorem 2

Let (X) be any of (C1)-(C3). Suppose (a) E confirms-IF&SF \( H_1 \), so (a1) \( \Pr(H_1 | E) > \Pr(H_1) \) and (a2) \( \Pr(H_1 | E) > t \). Suppose (b) \( H_1 \) confirms-IF&SF \( H_2 \), therefore (b1) \( \Pr(H_2 | H_1) > \Pr(H_2) \) and (b2) \( \Pr(H_2 | H_1) > t \). Suppose (c) \( H_1 \) entails \( H_2 \) and (d) (X) holds. By (a1), (b1), (c), (d), and Theorem 1, it follows that \( \Pr(H_2 | E) > \Pr(H_2) \). By (c) and the theorem that if \( H_1 \) entails \( H_2 \), then

---

30 Since confirmation-TSF is transitive in MOORE, it follows that \( H_1 \) does not confirm-TSF \( H_2 \). As we noted in footnote 29 we are not making the assumption that \( H_1 \) confirms-TSF \( H_2 \). Our claim of transitivity in confirmation-TSF in MOORE is of the form: if E confirms-TSF \( H_1 \) and \( H_1 \) in turn confirms-TSF \( H_2 \), then E confirms-TSF \( H_2 \).

31 We can state the point more simply: if \( \Pr(H_1 | E) > t \), then \( \Pr(H_2) > t \). Note that this does not imply the failure of (C2) \( \Pr(H_2) < \Pr(H_1 | E) \). (C2) can be true while \( \Pr(H_1 | E) > t \) and \( \Pr(H_2) > t \), and thus the conditional is also true.
Pr(H2 | E) ≥ Pr(H1 | E), it follows that Pr(H2 | E) ≥ Pr(H1 | E). By (a2), it then follows that Pr(H2 | E) > t. So Pr(H2 | E) > Pr(H2) and Pr(H2 | E) > t. So E confirms-IF&SF H2.

**Appendix B: Proof of Theorem 3**

Let (X) be any of (C1)-(C3). Suppose (a) E confirms-TSF H1, so (a1) Pr(H1 | E) > Pr(H1), (a2) Pr(H1 | E) > t, and (a3) Pr(H1) ≤ t. Suppose (b) H1 confirms-TSF H2, therefore (b1) Pr(H2 | H1) > Pr(H2), (b2) Pr(H2 | H1) > t, and (b3) Pr(H2) ≤ t. Suppose (c) H1 entails H2 and (d) (X) holds. By (a1), (a2), (b1), (b2), (c), (d), and Theorem 2, it follows that Pr(H2 | E) > Pr(H2) and Pr(H2 | E) > t. By (b3), Pr(H2) ≤ t. Hence Pr(H2 | E) > Pr(H2), Pr(H2 | E) > t, and Pr(H2) ≤ t. Hence E confirms-TSF H2.

**Appendix C: Proof of Theorem 5B**

Suppose a card is randomly drawn from a standard deck of cards. Let E be the claim “The card drawn is a Heart”, H1 be the claim “The card drawn is a Red”, and H2 be the claim “The card drawn is a Diamond”. Then, E confirms-IF H1, since Pr(H1 | E) = 1 > Pr(H1) = 1/2, and H1 confirms-IF H2, given that Pr(H2 | H1) = 1/2 > Pr(H2) = 1/4, and both (C2) and (C3) hold, since Pr(H2) = 1/4 < Pr(H1 | E) = 1 and Pr(H2 ∧ ¬H1 | E) = 0 = Pr(H2 ∧ ¬H1). But E does not confirm-IF H2; Pr(H2 | E) = 0 < Pr(H2) = 1/4.

**Appendix D: Proof of Theorem 6**

Consider the following schema, to be referred to (for lack of a better name) as “Schema”, where $\beta \in \mathbb{R}^+$, $\beta \geq 1$, and $\tau = 1 + (2/10)^\beta + (1/10)^\beta + (9/10)^\beta + (1/10)^\beta + 10^\beta$:

<table>
<thead>
<tr>
<th>E</th>
<th>H1</th>
<th>H2</th>
<th>Pr</th>
<th>E</th>
<th>H1</th>
<th>H2</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>1/τ</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>(1/10)^\beta/τ</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>(2/10)^\beta/τ</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>(1/10)^\beta/τ</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>(1/10)^\beta/τ</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>0</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>(9/10)^\beta/τ</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>10^\beta/τ</td>
</tr>
</tbody>
</table>

On each instance of Schema, it follows that:
(1) \(Pr(H2 \mid E \land H1) - Pr(H2 \mid H1) = \frac{1}{1 + \left(\frac{2}{10}\right)^\beta} - \frac{1 + \left(\frac{1}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta} > 0;\)

(2) \(Pr(H2 \mid E \land \neg H1) - Pr(H2 \mid \neg H1) = \frac{\left(\frac{1}{10}\right)^\beta}{\left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta} - \frac{\left(\frac{1}{10}\right)^\beta}{\left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta + 10^\beta} > 0;\)

(3) \(Pr(H1 \mid E) - Pr(H2) = \frac{1 + \left(\frac{2}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta} - \frac{1 + \left(\frac{1}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta + 10^\beta} > 0;\)

(4) \(Pr(H2 \land \neg H1 \mid E) - Pr(H2 \land \neg H1) = \frac{\left(\frac{1}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta} - \frac{\left(\frac{1}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta + 10^\beta} > 0.\)

By (1) and (2) it follows that (C1) holds. By (3) it follows that (C2) holds. By (4) it follows that (C3) holds.

The aim is to show that regardless of the value specified for \(t\) there are instances of Schema on which \(E\) confirms-IF&SF \(H1\), \(H1\) confirms-IF&SF \(H2\), and yet, though \(E\) confirms-IF \(H2\), \(E\) does not confirm-IF&SF \(H2\) because \(Pr(H2 \mid E) \neq t.\)

First, observe that each of \(Pr(H1 \mid E)\) and \(Pr(H2 \mid H1)\) approaches 1 as \(\beta\) tends to \(\infty:\)

(5) \(\lim_{\beta \to \infty} \frac{1 + \left(\frac{2}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{9}{10}\right)^\beta} = 1;\)

(6) \(\lim_{\beta \to \infty} \frac{1 + \left(\frac{1}{10}\right)^\beta}{1 + \left(\frac{2}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta + \left(\frac{1}{10}\right)^\beta} = 1.\)
So, regardless of the value specified for \( t \) there is a value for \( \beta \) such that \( \Pr(H_1 \mid E) \geq t \) and \( \Pr(H_2 \mid H_1) \geq t \).

The same is true of \( \Pr(H_2 \mid E) \), since \( \Pr(H_2 \mid E) \), like each of \( \Pr(H_1 \mid E) \) and \( \Pr(H_2 \mid H_1) \), approaches 1 as \( \beta \) tends to \( \infty \):

\[
(7) \quad \lim_{\beta \to \infty} \frac{1 + \left( \frac{1}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta} = 1.
\]

But, crucially, the following inequalities hold:

\[
(8) \quad \Pr(H_1 \mid E) = \frac{1 + \left( \frac{2}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta} > \frac{1 + \left( \frac{1}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta} = \Pr(H_2 \mid E);
\]

\[
(9) \quad \Pr(H_2 \mid H_1) = \frac{1 + \left( \frac{1}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta} > \frac{1 + \left( \frac{1}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta} = \Pr(H_2 \mid E) > 0.
\]

Next, consider the inequalities:

\[
(10) \Pr(H_1 \mid E) - \Pr(H_1) > 0;
\]

\[
(11) \Pr(H_2 \mid H_1) - \Pr(H_2) > 0.
\]

We noted above that each of \( \Pr(H_1 \mid E) \) and \( \Pr(H_2 \mid H_1) \) approaches 1 as \( \beta \) tends to \( \infty \). This is not true of \( \Pr(H_1) \) and \( \Pr(H_2) \)—quite the opposite in fact. Each of \( \Pr(H_1) \) and \( \Pr(H_2) \) approaches 0 as \( \beta \) tends to \( \infty \):

\[
(12) \lim_{\beta \to \infty} \frac{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta + 10\beta} = 0;
\]

\[
(13) \lim_{\beta \to \infty} \frac{1 + \left( \frac{1}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta}{1 + \left( \frac{2}{10} \right)^\beta + \left( \frac{1}{10} \right)^\beta + \left( \frac{9}{10} \right)^\beta + 10\beta} = 0.
\]
With $\beta = 1$, $Pr(H1 | E) = 6/11 > Pr(H1) = 7/62$ and $Pr(H2 | H1) = 11/14 > Pr(H2) = 3/31$. So, given (5), (6), (12), and (13), and with $\beta \geq 1$, it follows that (10) and (11) hold.32

The argument now runs as follows. Take $\beta = 1$. Then $Pr(H1 | E) = 6/11 > Pr(H1) = 7/62$, $Pr(H2 | H1) = 11/14 > Pr(H2) = 3/31$, and $Pr(H2 | E) = 1/2$. If $6/11 > t > .5$, we have an instance of Schema on which $E$ confirms-$IF&SF$ $H1$, $H1$ confirms-$IF&SF$ $H2$, and yet, though $E$ confirms-$IF$ $H2$, $E$ does not confirm-$IF&SF$ $H2$ because $Pr(H2 | E) < t$. If, instead, $t \geq 6/11$, then let the value of $\beta$ increase until $Pr(H1 | E) > t$ and $Pr(H2 | H1) > t$ but $Pr(H2 | E) < t$; that there is such a value for $\beta$ is guaranteed by (5), (6), (8), and (9). It will still be the case that $Pr(H1 | E) > Pr(H1)$ and $Pr(H2 | H1) > Pr(H2)$; this follows from (10) and (11). The resulting distribution will be an instance of Schema on which $E$ confirms-$IF&SF$ $H1$, $H1$ confirms-$IF&SF$ $H2$, and $E$ confirms-$IF$ $H2$ but does not confirm-$IF&SF$ $H2$ given that $Pr(H2 | E) < t$.

The result is that none of (C1), (C2), and (C3) is a condition for transitivity in confirmation-$IF&SF$ regardless of the value specified for $t$.

Appendix E: Proof of Theorem 7

Consider Schema, and take $\beta = 1$. Then, as noted above, $Pr(H1 | E) = 6/11 > Pr(H1) = 7/62$, $Pr(H2 | H1) = 11/14 > Pr(H2) = 3/31$, and $Pr(H2 | E) = 1/2$. If $6/11 > t > .5$, we have an instance of Schema on which $E$ confirms-TSF $H1$, $H1$ confirms-TSF $H2$, and yet, though $E$ confirms-$IF$ $H2$, $E$ does not confirm-TSF $H2$ because $Pr(H2 | E) < t$. If $t \geq 6/11$, then, as explained above, let the value of $\beta$ increase until $Pr(H1 | E) > t$ and $Pr(H2 | H1) > t$ but $Pr(H2 | E) < t$. Given (10) and (11), it will still be the case that $Pr(H1 | E) > Pr(H1)$ and $Pr(H2 | H1) > Pr(H2)$. Given (12) and (13), it will still be the case that $Pr(H1) \leq t$ and $Pr(H2) \leq t$. The resulting distribution will thus be an instance of Schema on which $E$ confirms-TSF $H1$, $H1$ confirms-TSF $H2$, but, since $Pr(H2 | E) > t$, $E$ does not confirm-TSF $H2$. Therefore, regardless of the value specified for $t$, none of (C1), (C2), and (C3) is a condition for transitivity in confirmation-TSF.

Appendix F: Proof of Theorem 8

Bear in mind here and throughout the remainder of the argument that $Pr(H1 | E)$ and $Pr(H2 | H1)$ are continuous montonically increasing functions of $\beta$, and that $Pr(H1)$ and $Pr(H2)$ are continuous montonically decreasing functions of $\beta$.33

See Roche (2012b) for a similar argument for the claim that regardless of the value specified for $t$ the following condition is not a condition for transitivity in confirmation-$IF&SF$: $Pr(H2 | E \land H1) > Pr(H2 | H1)$ and $Pr(H2 | E \land \neg H1) > Pr(H2 | \neg H1)$. Note that this condition is stronger than (C1) and neither stronger nor weaker than (C1*), and that, like (C1) and (C1*), it is a condition for transitivity in confirmation-$IF$.33
We showed above in the proof of Theorem 6 that regardless of the value specified for $t$ there is an instance of Schema on which $E$ confirms-IF&SF $H_1$, $H_1$ confirms-IF&SF $H_2$, and $E$ confirms-IF $H_2$ but does not confirm-IF&SF $H_2$ given that $Pr(H_2 \mid E) \not> t$. It follows immediately that regardless of the value specified for $t$ there is an instance of Schema on which $E$ confirms-SF $H_1$, $H_1$ confirms-SF $H_2$, and $E$ confirms-IF $H_2$ but does not confirm-SF $H_2$ because $Pr(H_2 \mid E) \not> t$. None of (C1), (C2), and (C3), therefore, is a condition for transitivity in confirmation-SF regardless of the value specified for $t$.
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